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While learning-based controllers can improve performance over classical controllers (Coulson
et al., 2019; Dörfler, 2023), they are seldom used in safety-critical applications due to their lack
of safety guarantees. So-called safety filters (Wabersich et al., 2023; Tomlin et al., 2003; Ames
et al., 2017; Wabersich and Zeilinger, 2018; Hobbs et al., 2023) can, in a modular fashion, augment
any such unsafe learning-based controller with safety guarantees. A safety filter takes in a desired
control action and the current state of the system, and outputs a filtered control action that guarantees
a “safe” behaviour of the system. Since such filters separate safety from performance, any controller
from the plethora of data-driven and learning-based controllers can be combined with a safety filter
to give good performance together with safety guarantees.
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Figure 1: Overview of the system architecture considered. The safety filter produces a safe control action
u given a desired control uc and estimated state x̂. An adversary tries to deactivate this filter through false-
data injections on the communication channel between the sensors and the observer by replacing the true
measurement y with a synthetic measurement ya.

At the same time, cyber-physical systems (CPSs) are becoming more prevalent and enable ad-
vanced control systems that are efficient and resilient Dibaji et al. (2019). CPSs potential comes
from their integration of communication, computation, and control technologies. The cyber com-
ponent of CPSs do, however, open up for new vulnerabilities in the form of cyber attacks (Teixeira
et al., 2015)(Annaswamy et al., 2023, §4.C). Since safety filters are the last layer before a control
command is applied, they are prime targets for cyber attacks; moreover, if such an attack success-
fully compromises a safety-critical system, the consequence can be severe (Annaswamy et al., 2023,
§4.B).

In this work, we consider cyber attacks that target safety filters. In particular, we consider an
attack that injects false data on the communication channel from sensor measurements to a state
observer, as illustrated in Figure 1. The goal of the attack is to produce synthetic measurements ya

that “deactivate” the safety filter, which in turn allows for dangerous control actions to be applied to
the plant.
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(a) Actual and percieved state trajectory
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Figure 2: The actual and perceived state trajectories, and the corresponding residual r, when the
proposed false-data injection attack is initiated at t = 1. Consequently, the state leaves the safe set.

First, we consider the setting in Arnström and Teixeira (2024), where it is assumed that an
adversary knows the model used in the safety filter and observer. Under these conditions, we show
how the attacker can perform a false-data injection attack to deactivate the safety filter, leading to the
states leaving the safe set (Figure 2a) while the attack remains undetected (Figure 2b). Moreover,
we show to construct a detector that, in contrast to conventional detectors, detects these types of
attacks.

Finally, we make the setting more realistic by relaxing the assumptions on that knowledge of
the adversary; namely we assume that the adversary: (i) does not know the dynamics of the system;
(ii) does not know the safety set that the safety filter uses; (iii) does not know the observer gain.
Instead, the adversary learns all of these components by just observing data from the observer. Even
in this more realistic scenario, we show that the adversary can perform an attack that deactivates the
safety filter.
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